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Computerized Adaptive Classification Tests (CACT) aim to classify individuals effectively with high 

classification accuracy and few items over large item pools. The characteristic features of the item pool 
include the number of items, item factor loadings, the distribution of the Test Information Function, and 

dimensionality. In this study, we present the results of a comprehensive simulation study that examined how 

item selection methods (MFI-KLI), ability estimation methods (EAP-WLE) and classification methods 

(SPRT-CI) were affected by strong and weak unidimensional item pools. Findings of the study indicate that 

CI had always produced results with classification accuracy similar to SPRT but with a test length of almost 

half. Additionally, KLI and MFI item selection methods were not affected by the item pool characteristic as 
weak or strong unidimensionality.  From the findings of this study, it can be recommended to use CI with 

EAP in CACT studies, whether the item pool is weak or strong unidimensional, but WLE only under strong 

unidimensional item pools. Additionally, the EAP and SPRT methods are recommended to prefer in the weak 
unidimensional item pool. 
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INTRODUCTION 

There is a trend toward computer-based tests from paper-pencil tests in measuring individuals’ 

ability. While all individuals answered the same items within a certain time in the paper-pencil tests; 

items are adjusted in accordance with the individual's ability level in Computerized Adaptive Tests 

(CAT). Thanks to Item Response Theory ’s (IRT) bringing the items and individual (thetas) parameters 

on the same scale and the invariance of these parameters, each individual can complete the test in a 

shorter time by answering the questions appropriate to their ability level. Therefore, the ability levels of 

individuals can be estimated more quickly and with higher reliability, even if individuals’ response 

different items. In educational and psychological measurement applications, decisions such as passed – 

failed or sick – healthy are made about individuals via Computerized Adaptive Classification Testing 

(CACT). In CACT, it is aimed to classify individuals into categories with few items and high 

classification accuracy and reach critical decisions about individuals.  

Weiss and Kinsbury (1984) mentioned six main components of CAT that are (i) response model; 

(ii) item pool; (iii) starting rule; (iv) item selection method; (v) ability estimation method; and (vi) 

Termination rule. In CACT, these first five components remain constant, and the termination rule is 

provided by classification criteria. When comparing unidimensional IRT models as 1PL, 2PL, or 3PL, it 

was seen that the response model impacts the test ending (Jiao & Lau, 2003; Lau, 1996; Reckase, 

1983). In the literature, item selection methods, ability estimation methods and classification criteria 

also affect the test length, classification accuracy and errors like bias, RMSE, or absolute error (Eggen, 

1999; Eggen & Straetmans; 2000; Gündeğer, 2017; Lau & Wang, 1999; Lin & Spray, 2000; Nydick et 

al., 2012; Spray & Reckase, 1994; Spray & Reckase, 1996; Thompson, 2007a; Thompson & Ro, 2007; 

Thompson, 2009; Thompson, 2011).  

Wang and Wang (2001) state that the ability estimation methods are an important CACT 

component that affects both the selection of the items proper for the estimated ability level and the 

termination of the test. In the literature, it is seen that Maximum Likelihood Estimation, Weighted 

Likelihood Estimation (WLE), Expected a Posteriori (EAP), Maximum a Posteriori methods are 

frequently examined among the ability estimation methods (Breslow & Holubkov; 1997; Cheng & 

Liou, 2000; Diao & Reckase, 2009; Eggen & Straetmans, 2000; Gökçe, 2012; Kalender, 2011; Kezer,  

2013; Penfield & Bergeron, 2005; Tao, Shi & Chang, 2012; Wang, 1997; Wang et al., 1999; Wang & 

Vispoel, 1998; Wang & Wang, 2001; Warm, 1989; Wouda & Eggen, 2009; Yi, Wang & Ban, 2000). 

Note that all of these estimation methods make biased estimations to some extent (Warm, 1989). In 

CACT applications, it is aimed to estimate theta as accurately as possible and select the items 

appropriate for the estimated theta. Based on this, it can be interpreted that the performances of item 

selection methods, ability estimation methods and classification criteria depend on each other. 

When the literature is examined, it is seen that Maximum Fisher Information (MFI) and 

Kullback-Leibler Information (KLI) are frequently used among the item selection methods in CACT 

(Ayan, 2018; Cheng & Liou, 2000; Diao & Reckase, 2009; Eggen, 1999; Eggen & Straetmans, 2000; 

Gündeğer, 2017; Lau & Wang, 1999; Lin & Spray, 2000; Spray & Reckase, 1994; Thompson, 2007a; 

Thompson, 2009; Thompson & Ro, 2007). MFI is based on the selection of the item that gives the 

highest information at the estimated theta level, whereas KLI is based on the selection of the item that 

gives the highest information at and around the estimated theta level (Eggen, 1999; Reckase, 1983; 

Spray & Reckase, 1994). These two methods consider the estimated ability level as well as be cut-point 

based (Thompson, 2007b). In CACT, among the classification criteria, Sequential Probability Ratio 

Test (SPRT), Generalized Likelihood Ratio (GLR) and Confidence Interval (CI) have also often studied 

in the literature (Ayan, 2018; Eggen & Straetmans, 2000; Gündeğer, 2017; Thompson & Ro, 2007; 

Thompson, 2009; Thompson, 2011; Nydick et al., 2012). MFI-KLI item selection methods and SPRT-

GLR classification methods have the assume of unidimensionality (Eggen, 1999; Lin & Spray, 2000; 
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Nydick, 2013; Seitz & Frey, 2013; Spray, Abdel-fatah et al., 1997; Spray & Reckase, 1994). When item 

selection and classification components work together effectively, the classification of individuals is 

completed in a shorter time with fewer items, as expected from CACT (Spray & Reckase, 1994). 

In CAT and CACT applications, maybe the most important part is the item pool which is needed 

to be quiet large and have high quality. Hsiehi (2015) and Thompson (2009) state that the quality of the 

items and number of items reduced the test length significantly (Hsiehi, 2015; Thompson; 2009). 

Generally, the CACT studies explain the number of items in the item pool as a pool characteristic that is 

reasonable but inadequate. Since the distrubition of the Test Information Function (TIF) and/or item 

parameters are important for CAT and CACT, the information about these features should be explained 

too (Gündeğer & Doğan, 2018; Kezer, 2021; Thompson, 2009; Thompson, 2011). Additionally, item 

banks’ unidimensionality (as weak or strong unidimensionality) is a specific part of these 

characteristics, which is seldom studied in the literature compared to other characteristics but affects the 

results significantly since the item selection and classification criteria have the assume of it. Therefore, 

it is important and essential to examine the unidimensionality of the item pool and what kind of 

unidimensionality the item pool has. The aim of CACT is to make a high accuracy classification with 

the least number of items and ensuring this depends on the methods to be employed and naturally on the 

assumptions of these methods. 

Unidimensionality means that there is only one latent trait that the items measure and that 

underlies the individuals’ response performance. In other words, unidimensionality is the explanation of 

the variance between item responses by a single latent trait. Unidimensionality means that the items 

depend on a dominant dimension (Hambleton & Swaminathan, 1985). Unidimensional IRT models 

assume that a single latent trait underlies the responses given to the items. Therefore, unidimensional 

CACTs require a cut-off point (θ0) separated range on this latent dimension. The true class decision for 

individual i depends on the student's estimated ability level (θi) relative to θ0. If θi > θ0, the student will 

be classified as pass-successful, and any other decision will be made in Type II error. In contrast, if θi < 

θ0, the student will be classified as fail-unsuccessful and any other decision will cause a Type I error 

(Finkelman, 2008). 

Considering the characteristics of the item pool and the assumption of the item selection methods 

and the classification criteria, the concepts of weak and strong unidimensionality come to the fore along 

with unidimensionality. If the inter-item correlations and the factor loads of the items on one dimension 

are low, the item pool shows a weak unidimensional factor structure, which is close to the properties of 

multidimensional structures. However, if the inter-item correlations and the factor loads are high, the 

item pool indicates a strong unidimensional factor structure. So, how do these methods, which have a 

unidimensionality assumption, perform when the item pool represents weak or strong 

unidimensionality? Obviously, in practice, it is hard to set the item pool that has a strong 

unidimensionality but how do two types of unidimensionality affect the test length, estimations and 

accuracy? That is the main question expected to be answered by this research. 

When CAT and CACT studies are examined, it is seen that Monte Carlo (MC) and Post Hoc (PH) 

simulations are often carried out in the R environment (Ayan, 2018; Demir, 2019; Erdem Kara, 2019; 

Gündeğer, 2017; Özdemir, 2015). Some studies present the dimensionality of the item pools (e.g., 

Ayan, 2018; Aybek, 2016; Demir, 2019; Erdem Kara, 2019; Gündeğer, 2017; Özdemir, 2015; Şahin, 

2017); some present the information of unidimensionality with the item loads (e.g., Ayan, 2018; 

Doğruöz, 2018; Gündeğer, 2017; Şenel, 2017); and some present only the number of items as item pool 

characteristic (Kaçar, 2016). In fact, when MC data are generated by the software based on 

unidimensionality, it is important to show some evidences about how the items represent the latent trait. 

Flaugher (2000) states that the better the quality of the item pool, the more successful the individualized 

test algorithm will perform (Flaugher, 2000). For this purpose, testing unidimensionality in generated 

data, examining the item factor loads and specifying which type of unidimensionality data is derived is 
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important both in terms of revealing the item pool characteristic and in terms of the performance of item 

selection methods and classification criteria. The purpose and importance of this study is to determine 

how CACT conditions perform on the weak and strong unidimensional factor structures produced in a 

controlled way. Considering all these discussions, in this research, it was mainly aimed to how the test 

length, classification accuracy, correlation between the real theta and estimated theta, Root Mean 

Square Error (RMSE) and absolute error changes when the item pools represent weak or strong 

unidimensionalty. However, it was also examined how item selection methods (MFI-KLI), ability 

estimation methods (EAP-WLE) and classification methods (SPRT-CI) are affected by weak and strong 

unidimensionality which is an assumption for item selection and classification methods, specially. For 

this purpose, answers to the following sub-problems were sought: 

1) How is the test length, classification accuracy, correlation between real and estimated ability 

levels, RMSE and absolute error in the conditions where MFI and KLI item selection methods, EAP 

and WLE ability estimation methods, SPRT and CI classification methods are crossed in the item pool 

that represents strong unidimensionality? 

2) How is the test length, classification accuracy, correlation between real and estimated ability 

levels, RMSE and absolute error in the conditions where MFI and KLI item selection methods, EAP 

and WLE ability estimation methods, SPRT and CI classification methods are crossed in the item pool, 

which represents weak unidimensionality? 

METHOD 

This research was based on a Monte Carlo simulation study. Simulation allows researchers to 

assume the inherent complexity of organizational systems as a given. If other methods answer the 

questions “What happened, and how, and why?,” simulation helps  answer the question “What if?.” 

Simulation enables studies of more complex systems because it creates observations by “moving 

forward” into the future, whereas other research methods attempt to look backward across history to 

determine what happened, and how (Dooley, 2002). In this section of the study, simulation design and 

data analysis are presented.  

Simulation Design  

In line with the aim of the study, ability parameters (thetas), item parameters and item response 

patterns were generated in SimuMIRT (Yao, 2003). Theta were derived from normal distrubition as 

N(0,1) for 3000 individuals. In strong and weak unidimensional item pools, items were simulated from 

normal distribution as N [0,1] for b parameters and from beta distrubition as B (6,16) for c parameters. 

Parameters were generated from Lognormal distribution as Log [2.5; 0.3] for strong unidimensional 

item bank and as Log [1.2; 0.3] for weak unidimensional item bank. Test Information Function (TIF) 

graphics of the weak and strong unidimensional item banks are given below, respectively. 

 
Figure 1. TIF of the weak unidimensional item banks 
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Figure 2. TIF of the strong unidimensional item banks 

 

To compare the item pools that could represent the weak and strong unidimensionality similar to 

Doğan et al. (2017), item factor loads were also fixed in a range. In the strong unidimensional item 

bank, the item factor loads were set to be in the range of 0.60–1.00 whereas in the weak unidimensional 

item bank the item factor loads were fixed in the range of 0.30–0.50. After generating ability and item 

parameters, 25 different item response patterns were simulated in SimuMIRT (Yao, 2003) and item 

factor loads were checked and confirmed for all patterns using confirmatory factor analysis with lavaan 

package (Rosseel, 2012). For classification accuracy, the ability points corresponding to the maximum 

point of the test information function of each item pool were used as the cut-off point. This was 

determined as 0.5 in both the item pools. Lastly, a Monte Carlo simulation study was performed in the 

R environment (R Core Team, 2019) in accordance with the study’ conditions presented in Table 1. 

Table 1. Simulation conditions of the research 

Conditions Levels 

Item pool/bank unidimensionality Strong, Weak 

Item selection method MFI, KLI 

Ability estimation method EAP, WLE 

Classification method SPRT, CI 

 

Data Analysis 

As seen in Table 1, the independent variables of this study are item bank unidimensionality (weak 

and strong unidimensional), item selection method (MFI and KLI), ability estimation method (EAP and 

WLE) and classification method (SPRT and CI). The dependent variables are test length, classification 

accuracy, correlation between the real theta and estimated theta, Root Mean Square Error (RMSE) and 

absolute error (AE). Because the simulation study was based on 25 replications, the results were 

summarized over the average of the replications. RMSE and AE are calculated using the following 

formula: 

RMSE = √
∑ (      ) 
 
 

 
 

AE = 
∑ |      |
 
 

 
 

where    is the estimated ability parameter,    is the true ability parameter, N is the number of individuals. 
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Ethic 

Since this study was a simulation study, ethics committee approval was not required. 

RESULTS 

In line with the purpose of the study, the average values of the test length, classification accuracy, 

Pearson correlation between the real thetas and estimated thetas, Root Mean Square Error and absolute 

error are calculated and presented in Table 2.  

Table 2. The average values of the study’s conditions 

Item Bank/Pool Item 

Selection 

Method 

Ability 

Estimation 

Method 

Classification 

Method 

TL CA r RMSE AE 

Weak 

Unidimensional 

MFI EAP SPRT 49.09 0.92 0.95 0.34 0.27 

CI 20.89 0.91 0.82 0.52 0.43 

WLE SPRT 49.25 0.92 0.95 0.39 0.31 

CI 19.67 0.90 0.80 0.80 0.61 

KLI EAP SPRT 49.08 0.92 0.95 0.34 0.27 

CI 20.77 0.91 0.82 0.52 0.43 

WLE SPRT 49.25 0.92 0.95 0.39 0.32 

CI 19.68 0.90 0.80 0.81 0.61 

Strong 

Unidimensional 

MFI EAP SPRT 27.75 0.94 0.94 0.70 0.64 

CI 8.74 0.93 0.87 0.56 0.48 

WLE SPRT 28.12 0.93 0.94 0.75 0.68 

CI 8.37 0.92 0.87 0.61 0.52 

KLI EAP SPRT 27.80 0.94 0.94 0.70 0.64 

CI 8.73 0.93 0.87 0.56 0.48 

WLE SPRT 28.19 0.93 0.94 0.75 0.68 

CI 8.30 0.92 0.87 0.61 0.52 
TL = Test Length; CA = Classification Accuracy; r = Correlation between the real theta and estimated theta, RMSE = Root Mean Square 

Error; AE = Absolute Error; TL, CA, r, RMSE and AE were calculated by taking the average values of 25 replications. 

 

As shown in Table 2, SPRT has the highest value in all conditions in terms of TL. Based on these 

findings, it can be said that SPRT needs more items than CI to classify the individuals. In other words, 

SPRT performed worse than CI in terms of test efficiency. However, a noteworthy point in these 

findings is that the TL values of SPRT differ significantly between the strong and weak unidimensional 

item pools. In Figure 3, it is seen that in all conditions, the TL values decreased in the strong 

unidimensional item pool and SPRT has the most significant decline. While SPRT requires 

approximately 49 items in the weak unidimensional item pool; it can classify individuals with 28 items 

in the strong unidimensional item pool. Based on these findings, it can be said that SPRT performs 

better in the item pools, which represent a strong unidimensionality. The literature showed us that SPRT 

needs more items to end the CACT and performs worse in terms of the TL (Ayan, 2018; Eggen & 

Straetmans, 2000; Gündeğer, 2017; Nydick et al., 2012; Thompson, 2011). This may be due to the 

generated item pools’ characteristics. Based on this finding, it can be commented that in order for SPRT 

to be able to classify individuals with few items, one-dimensionality, which is an assumption of SPRT, 

must be provided strongly. In other words, if the inter-item correlations and the factor loads are high as 

in the range of 0.60–1.00, SPRT can classify with less number of items, as expected from CACT 

applications. 
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Figure 3. Findings on test length  

 

 

Figure 4. Findings on classification accuracy 

 

According to Table 2, in all conditions, the classification accuracy (CA) has a high rate above 

90%, which overlaps with the literature (Gündeğer, 2017; Thompson, 2011; Thompson & Ro, 2007; 

Nydick et al., 2012). In Figure 4, it is seen that almost all the CA values obtained from the strong 

unidimensional item pool increased compared with the weak unidimensional item pool. Accordingly, it 

can be said that the item pool characteristics affect the classification of individuals into the pass-fail 

categories, too. In all conditions, the correlation between the true theta and the estimated thetas has 

above 0.80 that indicates a positive and high correlation, as expected from CAT and CACT 

applications. Accordingly, it can be said that in all conditions the methods perform well in terms of the 

relationships between individuals' true ability levels and estimated ability levels. In Figure 5, it has been 

concluded that the r values obtained from the CI conditions vary, especially in terms of the item pool 

characteristic, whereas the r values of the SPRT conditions don’t differ much. When the CI method is 

used in a strong unidimensional item pool, the correlation between the true and estimated values 

increases. In other words, in the strong unidimensional item pool, the estimated abilities of individuals 

are quite close to their true ability levels. So, it can be said that CI performs better in terms of r values, 

when the item pool shows a strong unidimensional characteristic. In the r values of SPRT conditions are 

higher than the r values of CI values overlap with the literature, too (Gündeğer, 2017).  
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Figure 5. Findings on correlation  

In Table 2, the RMSE and AE values indicate the error in the final ability estimations. Although 

there is no absolute threshold for errors, it is possible to make a relative comparison. It can be said that 

the lower the error, the stronger the prediction. In Figures 6 and 7, it is seen that almost all the errors 

vary between the strong and weak unidimensional item pools. When the EAP and CI methods are used 

together, the errors do not show any change in terms of the item pool. Regardless of the item selection 

methods and ability estimation methods, it was concluded that, in the strong unidimensional item pool, 

the error values of SPRT increased. Another noteworthy finding of the study is that the errors show a 

decrease in the strong unidimensional item pool when the WLE and CI methods are used together. 

Accordingly, the most appropriate methods, in terms of errors, are EAP and CI together in the strong 

unidimensional item pool, whereas are EAP and SPRT together in the weak unidimensional item pool. 

 

 
Figure 6. Findings on RMSE 

 

Figure 7. Findings on absolute error 
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DISCUSSION, CONCLUSION, RECOMMENDATIONS  

In this research, we investigated how the weak and strong unidimensional item pools affect the 

CACT ending in terms of test length, classification accuracy, the correlation between the true theta and 

the estimated theta, RMSE and absolute error, which are the dependent variables of the study. In the 

line with the aim of the study, 16 conditions were composed of different item pools, item selection, 

ability estimation and classification methods. The conditions were compared to each other in terms of 

the dependent variable values by taking the mean over 25 replications. It is impossible to propose a 

direct method based on the research results and all the dependent variables. Therefore, the dependent 

variables are handled separately below. 

A result of this study is that the classification accuracy (> 0.90) and the correlations between the 

true theta and estimated theta (> 0.80) were calculated at a very high level in all conditions. In terms of 

test length, it was concluded that the CI classification criterion was generally more useful than SPRT. 

These three results of this research coincide with those from the relevant literature (Ayan, 2018; Eggen 

& Straetmans, 2000; Gündeğer, 2017; Nydick et al., 2012; Thompson, 2011). From this viewpoint, if 

SPRT is to be used as a classification criterion, it may be recommended to test whether the item pool 

shows strong unidimensionality and to use SPRT if the item pool has this characteristic. If the item pool 

shows weak unidimensionality rather than strong, CI should be preferred over SPRT to ensure test 

effectiveness. 

The focus of this research is the unidimensionality that is an assumption for item selection (MFI 

and KLI) and classification methods (SPRT and CI) and a characteristic for the item pool. A striking 

finding of the study, when the criteria are test length and accucary classification, is that SPRT was 

performed better in the strong unidimensional item pool than in the weak unidimensional item pool. In 

the strong one, SPRT reduced the number of items by half, which is an acceptable number (28) to end a 

test session. In other words, in a weak unidimensional item pool, SPRT requires approximately 49 

items, but in strong one it needs only 28 items to end the CACT application, which shows us that the 

SPRT is useful when the item pool has strong dimensionality. However, it should not be ignored that as 

the strength of the unidimensionality increases, the bias of the true ability parameter estimates in SPRT 

increases noteworthily under both ability estimation methods. When the strength of dimensionality 

increases in the CI method, the difference between actual and estimated ability barely increases, and the 

test length becomes significantly shorter with high classification accuracy. Additionally, KLI and MFI 

item selection methods are not affected by the item pool characteristic as week or strong 

unidimensionality.  Both item selection methods have the same pattern and the same result under all 

output criteria throughout the type of unidimensionality in themselves.  

Many researchers do not provide information about the unidimensionality of the item pool they 

derived in MC or PH simulations, especially in CAT and CACT studies. However, to draw attention to 

this situation in this research, the item loads are fixed in a range so that they show weak and strong 

correlations and unidimensionality. When the literature is examined, it is seen that unfortunately, there 

is no detail about data generation. Besides, this type of information shows us the item pool 

characteristic, and these research results prove that the characteristic of the item pool has a significant 

impact on CACT, it is highly recommended that with the information on how many items the item pool 

consists of, the item factor loads, inter-item correlations and TIF should be presented in papers and 

interpreted the results taking these information into account. At this point, researchers and practitioners 

may be advised to further examine the item pool characteristic with factor analytic methods and/or to 

report item factor loads. Based on these study results, then it may be recommended to prefer the CI 

classification method regardless of the unidimensionality of the item pool because CI has always 

produced results with classification accuracy similar to SPRT but with a test length of almost half.  
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Another result of the study is that the ability estimation methods and the classification criteria 

produced errors at different levels in item pools shows strong and weak unidimensionality. It is another 

remarkable finding that the EAP estimation method outperforms in terms of both classification accuracy 

and ability parameter recovery under all conditions.  It can be recommended to use CI with EAP in 

CACT studies, whether the item pool is weak or strong unidimensional, but WLE only under strong 

unidimensional item pools. Additionally, the EAP and SPRT methods are recommended to prefer in the 

weak unidimensional item pool. With the increase in the strength of the unidimensionality of the item 

pool in the study, the test length decreased by almost half, but the increase in the bias in ability 

parameter recovery is also remarkable. We didn’t consider whether the cut-off point had an effect on 

this result. This was because the cut-off point was set as the mode of the test information function in 

this study. It is considered that the effect of the unidimensionality level of the item pool on 

Computerized Adaptive Classification Testing needs further investigation with different absolute cut-off 

points. The consistency between the results of this research and future studies on this subject can be 

examined. 
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